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Basic problem

{
uεt +H

(
x
ε , u

ε
x

)
= 0 for (t, x) ∈ (0, T )× R

uε(0, x) = u0(x) for x ∈ R

with

H(x, p) =


HR(p) if x ≥ 1

HL(p) if x ≤ −1

“regular” if x ∈ (−1, 1),

HL,R coercive, continuous, quasiconvex and u0 Lipschitz.

Question: ε→ 0 ???
More general Hamiltonians (time dependent, ...){

uεt +H
(
t
ε ,

x
ε , u

ε
x

)
= 0 for (t, x) ∈ (0, T )× R

uε(0, x) = u0(x) for x ∈ R
(CP)

H satisfies the following assumptions...
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(A0) Continuity: H : R3 → R is continuous.

(A1) Time periodicity: for all k ∈ Z and (t, x, p) ∈ R3,

H(t+ k, x, p) = H(t, x, p).

(A2) Uniform modulus of continuity in time: there exists a modulus of
continuity ω such that for all t, s, x, p ∈ R,

H(t, x, p)−H(s, x, p) ≤ ω(|t− s| (1 + max (H(s, x, p), 0))).

(A3) Uniform coercivity: lim
|q|→+∞

H(t, x, q) = +∞ uniformly w.r.t. (t, x).

(A4) Quasi-convexity of H for large x’s: there exists some ρ0 > 0 such that
for all x ∈ R \ (−ρ0, ρ0), there exists a continuous map t 7→ p0(t, x) such
that {

H(t, x, ·) is non-increasing in (−∞, p0(t, x)),
H(t, x, ·) is non-decreasing in (p0(t, x),+∞).

(A5) Left and right Hamiltonians: there exist two Hamiltonians Hα(t, x, p),
α = L,R, such that{

H(t, x+ k, p)−HL(t, x, p)→ 0 as Z 3 k → −∞
H(t, x+ k, p)−HR(t, x, p)→ 0 as Z 3 k → +∞

uniformly with respect to (t, x, p) ∈ [0, 1]2 × R, and for all k, j ∈ Z,
(t, x, p) ∈ R3 and α ∈ {L,R},

Hα(t+ k, x+ j, p) = Hα(t, x, p).
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Examples

(i)

H(t, x, p) =
√
|p|+ sin(2πt) (1− |x|)+

Hα(p) =
√
|p| α = L, R.

(ii)
H(t, x, p) = |p|+ sin(2πt) + tanh(x) sin(2πx)

HL(t, x, p) = |p|+ sin(2πt)− sin(2πx)

HR(t, x, p) = |p|+ sin(2πt) + sin(2πx)

(iii)
H(x, t, p) = H1(p) + f(t, x)

with
H1 continuous, convex and coercive,
f continuous, f(t+ 1, x) = f(t, x) and lim

|x|→+∞
f(t, x) = 0 uniformly

with respect to t ∈ R.

Hα(p) = H1(p) α = L, R.
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Homogenized Hamiltonians

In order to ensure that the effective Hamiltonians HL, HR are
quasi-convex we need to impose additional assumptions:

(B-i) Quasi-convexity of the left and right Hamiltonians: for each
α = L,R, Hα does not depend on time and there exists p0

α

(independent on (t, x)) such that{
Hα(x, ·) is non-increasing on (−∞, p0

α),
Hα(x, ·) is non-decreasing on (p0

α,+∞).

(B-ii) Convexity of the left and right Hamiltonians: for each α = L,R,
and for all (t, x) ∈ R× R, the map p 7→ Hα(t, x, p) is convex.
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The convergence result

Theorem [G. - Imbert - Monneau, Analysis & PDE (2015)]
Assume (A0)-(A5) and either (B-i) or (B-ii). Assume that the initial
datum u0 is Lipschitz continuous and for ε > 0, let uε be the solution of
(CP). Then uε converges locally uniformly to the unique flux-limited
solution u0 of

u0
t +HL(u0

x) = 0, t > 0, x < 0,
u0
t +HR(u0

x) = 0, t > 0, x > 0,
u0
t + FĀ(u0

x(t, 0−), u0
x(t, 0+)) = 0, t > 0, x = 0,

u0(0, x) = u0(x) for x ∈ R.

...the slopes of the limit solution at the origin are characterized by the
effective flux limiter Ā...
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Homogenized Hamiltonians

The homogenized left and right Hamiltonians are classically determined
by the study of some “cell problems”.

Proposition
Assume (A0)-(A5). Then for every p ∈ R and α = L,R there exists a
unique λ ∈ R such that there exists a bounded (discontinuous) viscosity
solution vα of {

vαt +Hα(t, x, p+ vαx ) = λ in R× R,
vα is Z2-periodic.

If Hα(p) denotes such a λ, then the map p 7→ Hα(p) is continuous.

Remark
If Hα does not depend on t, then it is possible to construct a corrector
which does not depend on time either.
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Further properties of Hα

1 - Coercivity: lim
|p|→+∞

Hα(p) = +∞

2 - Convexity: p 7→ Hα(p) is convex assuming (B-ii)

Sketch of the proof. Let vp be solutions of the cell problem{
(vp)t +Hα(t, x, p+ (vp)x) = Hα(p) in R× R,
vp is Z2-periodic

and set
up(t, x) = vp(t, x) + px− tHα(p) .

Similarly we define

uq(t, x) = vq(t, x) + qx− tHα(q) .

Step 1: up and uq are locally Lipschitz continuous.
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We have almost everywhere:{
(up)t +Hα(t, x, (up)x) = 0,
(uq)t +Hα(t, x, (uq)x) = 0.

For µ ∈ [0, 1], let
ū = µup + (1− µ)uq.

By convexity, we get almost everywhere

ūt +Hα(t, x, ūx) ≤ 0.

For P = (t, x), we define a mollifier ρδ(P ) = δ−2ρ(δ−1P ) and set

ūδ = ū ? ρδ → ū locally uniformly as δ → 0.

Then by convexity, we get with Q = (s, y):

(ūδ)t +Hα(P, (ūδ)x) ≤
∫
dQ {Hα(P, ūx(Q))−Hα(Q, ūx(Q)} ρδ(P −Q)

→ 0 as δ → 0.
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By stability of viscosity sub-solutions we deduce that

ūt +Hα(t, x, ūx) ≤ 0

in the viscosity sense.
Moreover, for z = µp+ (1− µ)q, if vz is a Z2-periodic solution of the cell
problem and uz(t, x) = vz(t, x) + zx− tHα(z) then

(uz)t +Hα(t, x, (uz)x) = 0 in R× R,

and
ū(0, x) ≤ uz(0, x) + C in R,

for C large enough.
Then the comparison principle implies that

tHα(z) ≤ t
(
µHα(p) + (1− µ)Hα(q)

)
+ C

and
Hα(z) ≤ µHα(p) + (1− µ)Hα(q)

for t→ +∞.
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Step 2: up and uq are continuous.

For ν > 0 and z = p, q, the functions

uνz(t, x) := sup
s∈R

(
uz(s, x)− (t− s)2

2ν

)
are Lipschitz continuous and satisfy the inequality

uνt +H(t, x, uνx) ≤ oν(1) a.e.

where oν(1) is locally uniform with respect to (t, x).

The convex combination

ūν := µuνp + (1− µ)uνq

is a viscosity subsolution of

(ūν)t +Hα(t, x, (ūν)x) ≤ oν(1).

In the limit ν → 0, we recover (by stability of subsolutions) that ū is a
viscosity solution of

ūt +Hα(t, x, ūx) ≤ 0

and we conclude as in Step 1.
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viscosity solution of
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Step 3: general case.

We replace uz, for z = p, q, by ũz which is the continuous solution to the
Cauchy problem{

(ũz)t +Hα(t, x, (ũz)x) = 0, for (t, x) ∈ (0,+∞)× R
ũz(0, x) = zx.

Then
|ũz − uz| ≤ C

and the convex combination

ũ = µũp − (1− µ)ũz

is a viscosity subsolution, by Step 2, of

ũt +H(t, x, ũx) = 0.

The comparison principle yields the conclusion

Hα(µp+ (1− µ)q ≤ µHα(p) + (1− µ)Hα(q).
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Further properties of Hα

2 - Quasiconvexity: p 7→ Hα(p) is quasiconvex assuming (B-i)

Sketch of the proof. We first assume that Hα satisfies
Hα ∈ C2,
D2
ppHα(x, p0

α) > 0,
DpHα(x, p) < 0 for p ∈ (−∞, p0

α),
DpHα(x, p) > 0 for p ∈ (p0

α,+∞),
Hα(x, p)→ +∞ as |p| → +∞ uniformly w.r.t. x ∈ R.

From non-convex to convex H ...

There exists a convex function γ ∈ C2(R) s.t. γ′ ≥ δ0 > 0 and

D2
pp(γ ◦Hα) > 0
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For λ = γ ◦Hα(p) we can construct a time independent corrector of

γ ◦Hα(x, p+ vx) = γ ◦Hα(p),

showing that
Hα = γ−1 ◦ γ ◦Hα.

Since γ ◦Hα is coercive and convex we deduce that

Hα is quasiconvex.

In the general case, for all ε > 0, there exists Hε
α ∈ C2 such that

(D2
ppH

ε
α)(x, p0

α) > 0

DpH
ε
α(x, p) < 0 for p ∈ (−∞, p0

α),

DpH
ε
α(x, p) > 0 for p ∈ (p0

α,+∞),

|Hε
α −Hα| < ε.

Taking into account that Hα(p) = limε→0H
ε

α(p) and that H
ε

α is
quasiconvex, then so is Hα.
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Truncated cell problems

Problem: find λρ ∈ R and w such that
wt +H(t, x, wx) = λρ, (t, x) ∈ R× (−ρ, ρ),
wt +H−(t, x, wx) = λρ, (t, x) ∈ R× {−ρ} ,
wt +H+(t, x, wx) = λρ, (t, x) ∈ R× {ρ} ,
w is 1-periodic w.r.t. t.

(TCP)

• we borrow here an idea from [Achdou and Tchou, CPDE (2016)] by
truncating the domain and by considering correctors in [−ρ, ρ] with
ρ→ +∞.

Proposition - Correctors on truncated domains
There exists a unique λρ ∈ R such that there exists a solution w = wρ of
(TCP). Moreover, there exists a constant C > 0 independent of
ρ ∈ (ρ0,+∞) and a function mρ : [−ρ, ρ]→ R such that |λρ| ≤ C,|mρ(x)−mρ(y)| ≤ C |x− y| for x, y ∈ [−ρ, ρ],

|wρ(t, x)−mρ(x)| ≤ C for (t, x) ∈ R× [−ρ, ρ].
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Proof.
Perron’s method → discontinuous viscosity solution of

δwδ + wδt +H(t, x, wδx) = 0, (t, x) ∈ R× (−ρ, ρ) ,
δwδ + wδt +H−(t, x, wδx) = 0, (t, x) ∈ R× {−ρ} ,
δwδ + wδt +H+(t, x, wδx) = 0, (t, x) ∈ R× {ρ} ,
wδ is 1-periodic w.r.t. t.

satisfying

|wδ| ≤ C

δ
with C = sup

(t,x)∈R2

|H(t, x, 0)|.

Then there exists δn → 0 such that

δnw
δn(0, 0)→ −λρ as n→ +∞

and
|λρ| ≤ C.
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The function
mδ(x) = sup

t∈R
(wδ)∗(t, x)

is a viscosity solution (for some function t(x)) of

H(t(x), x,mδ
x) ≤ C, x ∈ (−ρ, ρ).

• Coercivity of H:
|mδ

x| ≤ C and wδt ≤ C.
mδn −mδn(0)→ mρ locally uniformly as n→ +∞

|mρ(x)−mρ(y)| ≤ C |x− y|

• Comparison principle: for all t ∈ R, x ∈ (−ρ, ρ) and h ≥ 0,

wδ(t+ h, x) ≤ wδ(t, x) + Ch.

• Time periodicity of wδ: for t ∈ R and x ∈ (−ρ, ρ),

|wδ(t, x)−mδ(x)| ≤ C and |wδ(t, x)− wδ(0, 0)| ≤ C.
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We then consider

w = lim sup
n→+∞

∗(wδn − wδn(0, 0)) < +∞

and
w = lim inf

n→+∞ ∗
(wδn − wδn(0, 0)) < +∞.

From the above estimates

|w −mρ| ≤ C and |w −mρ| ≤ C.

• Discontinuous stability: w− 2C and w are respectively a subsolution
and a supersolution of (TCP) and

w − 2C ≤ w.

• Perron’s method: solution of (TCP)

w − 2C ≤ wρ ≤ w , |wρ(t, x)−mρ(x)| ≤ C .
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The effective flux limiter Ā

uεt+H

(
t

ε
,
x

ε
, uεx

)
= 0

ε→0−→


u0
t +HL(u0

x) = 0, t > 0, x < 0,

u0
t +HR(u0

x) = 0, t > 0, x > 0,
u0
t + FĀ(u0

x(t, 0−), u0
x(t, 0+)) = 0, t > 0, x = 0.

The effective junction function FĀ is defined by

FĀ(pL, pR) := max(Ā,H
+
L(pL), H

−
R(pR))

Theorem - Definition

• The map ρ 7→ λρ is nondecreasing, bounded and Ā = lim
ρ→+∞

λρ.

• Consider the problem{
wt +H(t, x, wx) = λ, (t, x) ∈ R× R,
w is 1-periodic w.r.t. t.

(*)

The set E = {λ ∈ R : ∃w sub-solution of (*)} is nonempty and bounded
from below. Moreover Ā = inf E
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+
L(pL), H

−
R(pR))

Theorem - Definition

• The map ρ 7→ λρ is nondecreasing, bounded and Ā = lim
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Construction of global correctors

(i) General properties

There exists a solution w of{
wt +H(t, x, wx) = Ā, (t, x) ∈ R× R,
w is 1-periodic w.r.t. t.

such that for all (t, x) ∈ R× R,

|w(t, x)−m(x)| ≤ C

for some globally Lipschitz continuous function m, and

Ā ≥ max
α=L,R

(
minHα

)
.
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Indeed: let wρ a corrector of (TCP) which is a solution, in particular, of

wρt +H(t, x, wρx) = λρ in R× (−ρ, ρ)

and consider

w = lim sup
ρ→+∞

∗(wρ − wρ(0, 0)), w = lim inf
ρ→+∞ ∗

(wρ − wρ(0, 0))

and m = lim
ρ→+∞

(mρ −mρ(0)).

Then
m− C ≤ w ≤ w ≤ m+ C

and w − 2C and w are respectively sub and supersolution of

wt +H(t, x, wx) = Ā (t, x) ∈ R× R.

A solution
w − 2C ≤ w ≤ w

is obtained by means of Perron’s method.
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A solution
w − 2C ≤ w ≤ w

is obtained by means of Perron’s method.

Giulio Galise - May 31th 2016, Rennes (France) HJ 2016: Hamilton-Jacobi Equations: new trends and applications



Construction of global correctors

(ii) Bound from below at infinity

If Ā > maxα=L,R

(
min H̄α

)
, then there exists δ0 > 0 such that for every

δ ∈ (0, δ0), there exists ρδ > ρ0 such that w satisfies{
w(t, x+ h)− w(t, x) ≥ (p̄R − δ)h− Cδ for x ≥ ρδ, h ≥ 0,

w(t, x− h)− w(t, x) ≥ (−p̄L − δ)h− Cδ for x ≤ −ρδ, h ≥ 0,

where{
p̄R = minER

p̂R = maxER
with ER :=

{
p ∈ R, H

+
R(p) = HR(p) = Ā

}
{
p̄L = maxEL

p̂L = minEL
with EL :=

{
p ∈ R, H

−
L (p) = HL(p) = Ā

}
.
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Construction of global correctors

(iii) Rescaling w

For ε > 0, we set
wε(t, x) = εw(ε−1t, ε−1x).

Then (along a subsequence εn → 0) wε converges locally uniformly
towards a function W = W (x) which satisfies

|W (x)−W (y)| ≤ C |x− y| for all x, y ∈ R,
HR(Wx) = Ā and p̂R ≥Wx ≥ p̄R for x ∈ (0,+∞),
HL(Wx) = Ā and p̂L ≤Wx ≤ p̄L for x ∈ (−∞, 0).

In particular, we have W (0) = 0 and

p̂Rx1{x>0} + p̂Lx1{x<0} ≥W (x) ≥ p̄Rx1{x>0} + p̄Lx1{x<0}.
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The convergence result

Theorem [G. - Imbert - Monneau, Analysis & PDE (2015)]
Assume (A0)-(A5) and either (B-i) or (B-ii). Assume that the initial
datum u0 is Lipschitz continuous and for ε > 0, let uε be the solution of
(CP). Then uε converges locally uniformly to the unique flux-limited
solution u0 of

u0
t +HL(u0

x) = 0, t > 0, x < 0,
u0
t +HR(u0

x) = 0, t > 0, x > 0,
u0
t + FĀ(u0

x(t, 0−), u0
x(t, 0+)) = 0, t > 0, x = 0,

u0(0, x) = u0(x) for x ∈ R.
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Proof of convergence

It is sufficient to prove thatu(t, x) = lim sup
ε→0

∗uε(t, x),

u(t, x) = lim inf
ε→0

∗u
ε(t, x)

are respectively sub and supersolution.

Note that u, u are well defined since

u0(x)− Ct ≤ uε(t, x) ≤ u0(x) + Ct

where C = sup
(t,x)∈R×R
|p|≤L0

|H(t, x, p)| and L0 is the Lipschitz constant of u0.

The initial condition follows immediately.
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Proof of convergence
- subsolution case, x = 0

Let ϕ be a test function such that

(u− ϕ)(t, x) < (u− ϕ)(t, x) = 0 ∀(t, x) ∈ Br(t, x) \
{

(t, x)
}

We argue by contradiction by assuming that

ϕt(t, x) +H
(
x, ϕx(t, x)

)
= θ > 0,

where

H
(
x, ϕx(t, x)

)
:=

 HR(ϕx(t, x)) if x > 0,
HL(ϕx(t, x)) if x < 0,
FĀ(ϕx(t, 0−), ϕx(t, 0+)) if x = 0.

We focus our attention to x = 0. In this case the equations reads

ϕt(t, 0) +H
(
0, ϕx(t, 0

)
= ϕt(t, 0) + FĀ(ϕx(t, 0−), ϕx(t, 0+))

= ϕt(t, 0) + max
(
Ā,H

+
L(ϕx(t, 0−)), H

−
R(ϕx(t, 0+))

)
= θ > 0.
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Proof of convergence
- subsolution case, x = 0

Key point (Imbert - Monneau ’16)
Reduction to a single class of test function

To check the flux-limited junction condition, it is sufficient to consider
very specific test functions:

ϕ(t, x) = φ(t) + p̄Lx1{x<0} + p̄Rx1{x>0}

where φ is a C1 function defined in (0,+∞). Hence

ϕt(t, 0) + FĀ(ϕx(t, 0−), ϕx(t, 0+)) = φ′(t̄) + FĀ (p̄L, p̄R)

= φ′(t̄) + max
(
Ā,H

+

L(pL), H
−
R(pR)

)
= φ′(t̄) + Ā

= θ > 0.
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Proof of convergence
- subsolution case, x = 0

Let us consider a solution w of

wt +H(t, x, wx) = Ā

and recall that

wε(t, x) = εw

(
t

ε
,
x

ε

)
→W (x) V-shaped function.

The perturbed test function

ϕε(t, x) = φ(t) + wε(t, x)

is a viscosity super-solution, for r > 0 small enough, of

ϕεt +H

(
t

ε
,
x

ε
, ϕεx

)
=
θ

2
in Br(t, 0).
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Proof of convergence
- subsolution case, x = 0

Fix κr > 0 and ε > 0 small enough so that

uε + κr ≤ ϕε on ∂Br(t, 0).

By comparison principle

uε + κr ≤ ϕε on Br(t, 0)

and passing to the limit as (ε, t, x)→ (0, t̄, 0) we get the following
contradiction

u(t, 0) + κr ≤ ϕ(t, 0) = u(t, 0).

Remark
For the supersolution property we take

ϕ(t, x) = φ(t) + p̂Lx1{x<0} + p̂Rx1{x>0}.
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Application to traffic light

How the fraffic flow on an ideal (infinite, straight) road is modified by the
presence of a finite number of traffic lights?

For N, K ≥ 1 let:

−∞ = b0 < b1 < b2 < · · · < bN < bN+1 = +∞ junction points;

0 = τ0 < τ1 < · · · < τK < 1 = τK+1 times;

`α = bα+1 − bα for α = 0, . . . , N .

(C1) The Hamiltonian is given by

H(t, x, p) =

{
Hα(p) if bα < x < bα+1

max(H
+
α−1(p−), H

−
α (p+), aα(t)) if x = bα, α 6= 0.

(C2) The Hamiltonians Hα, for α = 0, . . . , N , are continuous, coercive and
quasi-convex.

(C3) The flux limiters aα, for α = 1, . . . , N and i = 0, . . . ,K, satisfy

aα(s+ 1) = aα(s) with aα(s) = Aiα for all s ∈ [τi, τi+1)

with (Aiα)i=0,...,K
α=1,...,N satisfying Aiα ≥ maxβ=α−1,α

(
minHβ

)
.
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Theorem [G. - Imbert - Monneau, Analysis & PDE (2015)]
Assume (C1)-(C3). Let uε be the solution of{

uεt +H
(
t
ε
, x
ε
, uεx
)

= 0 for (t, x) ∈ (0, T )× R
uε(0, x) = u0(x) for x ∈ R.

Then:
i) Homogenization: There exists some Ā ∈ R such that uε converges locally
uniformly as ε tends to zero towards the unique viscosity solution u0 of

u0
t +HL(u0

x) = 0, t > 0, x < 0,

u0
t +HR(u0

x) = 0, t > 0, x > 0,
u0
t + FĀ(u0

x(t, 0−), u0
x(t, 0+)) = 0, t > 0, x = 0,

u0(0, x) = u0(x) for x ∈ R.

with
HL := H̄0, HR := H̄N .
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Application to traffic light

ii) Qualitative properties of Ā: For α = 1, . . . , N , 〈aα〉 denotes
∫ 1

0
aα(s) ds.

The effective limiter Ā satisfies the following properties.

• For all α, Ā is non-increasing w.r.t. `α.

• For N = 1,
Ā = 〈a1〉.

• For N ≥ 1,
Ā ≥ max

α=1,...,N
〈aα〉.

• For N ≥ 2, there exists a critical distance d0 ≥ 0 such that

Ā = max
α=1,...,N

〈aα〉 if min
α
`α ≥ d0;

this distance d0 only depends on max
α=1,...,N

‖aα‖∞, max
α=1,...,N

〈aα〉 and the

Hα.

• We have
Ā→ 〈ā〉 as (`1, . . . , `N−1)→ (0, . . . , 0)

where ā(τ) = maxα=1,...,N aα(τ).
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Thank you for your
attention
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For a function γ such that

γ is convex, γ ∈ C2(R) and γ′ ≥ δ0 > 0

we have
D2
pp(γ ◦Hα) > 0

if and only if

(ln γ′)′(λ) > −
D2
ppHα(x, p)

(DpHα(x, p))2
for p = π±α (x, λ) and λ ≥ Hα(x, p0

α)

where π±α (x, λ) are the partial inverse functions of Hα:

Hα(x, π±α (x, λ)) = λ such that ± π±α (x, λ) ≥ 0.
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Construction of global correctors

(ii) Bound from below at infinity

If Ā > maxα=L,R

(
min H̄α

)
, then there exists δ0 > 0 such that for every

δ ∈ (0, δ0), there exists ρδ > ρ0 such that w satisfies{
w(t, x+ h)− w(t, x) ≥ (p̄R − δ)h− Cδ for x ≥ ρδ, h ≥ 0,

w(t, x− h)− w(t, x) ≥ (−p̄L − δ)h− Cδ for x ≤ −ρδ, h ≥ 0,

where{
p̄R = minER

p̂R = maxER
with ER :=

{
p ∈ R, H

+
R(p) = HR(p) = Ā

}
{
p̄L = maxEL

p̂L = minEL
with EL :=

{
p ∈ R, H

−
L (p) = HL(p) = Ā

}
.
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We first control the slopes of correctors on truncated domains

wρ(t, x+ h)− wρ(t, x) ≥ (p̄R − δ)h− Cδ

and then ρ→ +∞.

Let δ > 0, then

|H(t, x, p)−HR(t, x, p)| ≤ δ for x ≥ ρδ.

Since the map the map p 7→ H̄α(p) is continuous and coercive, we can
pick pδR such that

HR(pδR) = H
+

R(pδR) = λρ − 2δ

for ρ ≥ ρ0 and δ ≤ δ0, by choosing ρ0 large enough and δ0 small enough.
We now fix ρ ≥ ρδ and x0 ∈ [ρδ, ρ]. Take a Z2-periodic corrector vR of

(vR)t +HR(t, x, pδR + (vR)x) = HR(pδR), (t, x) ∈ R× R

so that wR = pδRx+ vR(t, x) solves

(wR)t +HR(t, x, (wR)x) = λρ − 2δ, (t, x) ∈ R× R.
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The restriction of wR to [ρδ, ρ] satisfies{
(wR)t +HR(t, x, (wR)x) ≤ λρ − 2δ for (t, x) ∈ R× (ρδ, ρ),
(wR)t +H+

R (t, x, (wR)x) ≤ λρ − 2δ for (t, x) ∈ R× {ρ} .

and{
(wR)t +H(t, x, (wR)x) ≤ λρ − δ for (t, x) ∈ R× (ρδ, ρ),
(wR)t +H+(t, x, (wR)x) ≤ λρ − δ for (t, x) ∈ R× {ρ} .

Now we remark that

v = wρ − wρ(0, x0) and u = wR − wR(0, x0)− 2C − 2‖vR‖∞

satisfies
v(t, x0) ≥ −2C ≥ u(t, x0).

Using a comparison principle for mixed boundary value problem we thus
get for x ∈ [x0, ρ],

wρ(t, x)− wρ(t, x0) ≥ pδR(x− x0)− Cδ ≥ (p̄R − δ)h− Cδ

where Cδ is a large constant which does not depend on ρ.
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Construction of global correctors

(iii) Rescaling w

For ε > 0, we set
wε(t, x) = εw(ε−1t, ε−1x).

Then (along a subsequence εn → 0) wε converges locally uniformly
towards a function W = W (x) which satisfies

|W (x)−W (y)| ≤ C |x− y| for all x, y ∈ R,
HR(Wx) = Ā and p̂R ≥Wx ≥ p̄R for x ∈ (0,+∞),
HL(Wx) = Ā and p̂L ≤Wx ≤ p̄L for x ∈ (−∞, 0).

In particular, we have W (0) = 0 and

p̂Rx1{x>0} + p̂Lx1{x<0} ≥W (x) ≥ p̄Rx1{x>0} + p̄Lx1{x<0}.
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wε(t, x) = εw

(
t

ε
,
x

ε

)
= εm

(x
ε

)
+ ε

[
w

(
t

ε
,
x

ε

)
−m

(x
ε

)]
︸ ︷︷ ︸

O(ε)

By diagonal argument can find a sequence εn → 0 such that

wεn(t, x)→W (x) locally uniformly as n→ +∞,
with W (0) = 0.

Moreover W satisfies

HR(Wx) = Ā for x > 0,

HL(Wx) = Ā for x < 0.

We deduce from bounds (ii) that in the case where Ā > min H̄R, for all
δ > 0 and x > 0

Wx ≥ p̄R − δ
and then

p̄R ≤Wx ≤ p̂R. (**)

In the case Ā = min H̄R, condition (**) is trivial.
Similarly, we can prove for x < 0 that

p̂L ≤Wx ≤ p̄L.

Giulio Galise - May 31th 2016, Rennes (France) HJ 2016: Hamilton-Jacobi Equations: new trends and applications



wε(t, x) = εw

(
t

ε
,
x

ε

)
= εm

(x
ε

)
+ ε

[
w

(
t

ε
,
x

ε

)
−m

(x
ε

)]
︸ ︷︷ ︸

O(ε)

By diagonal argument can find a sequence εn → 0 such that

wεn(t, x)→W (x) locally uniformly as n→ +∞,
with W (0) = 0.
Moreover W satisfies
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In the case Ā = min H̄R, condition (**) is trivial.
Similarly, we can prove for x < 0 that

p̂L ≤Wx ≤ p̄L.
Giulio Galise - May 31th 2016, Rennes (France) HJ 2016: Hamilton-Jacobi Equations: new trends and applications


